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Summary

Filter bank multicarrier (FBMC) systems suffer from an inherent interference,
which needs to be eliminated at the detection process. Orthogonal frequency
division multiplexing/offset quadrature amplitude modulation (OFDM/OQAM)
is a well-known FBMC system, which transmits real-valued symbols. In
OFDM/OQAM, the time and frequency spacing between adjacent transmitted
symbols are organized such that the inherent interference becomes pure imag-
inary and can be removed by a real-taking operation. Although OFDM/OQAM
provides the maximal bandwidth efficiency, it falls short in handling the spa-
tial multiplexing techniques in multi-input multi-output channels. In this
regard, those modified FBMC systems, which transmit complex QAM symbols
(FBMC/QAM) are used to support the spatial multiplexing techniques. In this
article, we present a novel matrix formulation for the FBMC/QAM transmission
procedure. On the basis of this presentation, we show that the maximal achiev-
able time-frequency symbol density of FBMC/QAM, with the ability of perfectly
removing the interference, is equal to that of the primer OFDM/OQAM.
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1 INTRODUCTION

In recent years, the surging usage of communication devices results in a huge data traffic demands.1,2 In this regard, the
research subjects, such as big data mining and wireless sensor networks, have attracted lots of attentions. The achieve-
ments in this fields witnessed remarkable progress to address the confronted traffic issues.3-5 On the other hand, besides
these concerns, in the next generation of wireless networks, novel transmission strategies, such as multicarrier systems,
are developed to overcome the physical challenges of communication channels. Filter bank multicarrier (FBMC) schemes
have attracted a lot of interests because of their flexibility for future communication applications.6-8 Also, Amini et al9

illustrated that FBMC can be a promising scheme for harsh and time-variant links, such as underwater acoustic chan-
nels. It is remarkable that the main feature of FBMC is to use well-localized prototype pulse shapes to control the intrinsic
interferences.10,11 Well-localized pulse shaping also makes FBMC robust against interference originated from the time
and frequency asynchronous users.10 Although the transient intervals of the well-localized pulse shape in FBMC lead to
additional latency issues, this system is studied as the basis of the next generations of communication networks because
of its prevailing advantages.12,13

Orthogonal frequency division multiplexing/offset quadrature amplitude modulation (OFDM/OQAM) is one of the
prevalent FBMC systems, which can provide the maximal bandwidth efficiency.10,14 To achieve this aim, in OFDM/OQAM

Int J Commun Syst. 2018;e3516. wileyonlinelibrary.com/journal/dac Copyright © 2018 John Wiley & Sons, Ltd. 1 of 15
https://doi.org/10.1002/dac.3516

https://doi.org/10.1002/dac.3516
http://orcid.org/0000-0002-2712-4105


2 of 15 TOWLIAT AND ASGARI TABATABAEE

real-valued symbols are transmitted with overlapped pulse shapes in both time and frequency domains. The pulse
shaping and time-frequency spacing between adjacent symbols are organized such that the interference on the desired
real-valued symbol is pure imaginary and can be eliminated easily by a real-taking operation.10 Using no guard
interval to transmit the symbols, the bandwidth efficiency of OFDM/OQAM is more than that of the cyclic prefix
(CP) OFDM.

It must be noted that in the presence of nonideal channels, the receiver of the OFDM/OQAM system, firstly, needs to
eliminate the channel effects on the received symbols before taking the real part.15 Because of this preliminary equaliza-
tion, the application of spatial multiplexing (SM) along with the OFDM/OQAM system is a challenging issue. The reason
is that those OFDM techniques to achieve the full diversity gain of multi-input multi-output (MIMO) channels are aborted
when OFDM/OQAM is directly applied to them.16

Instead of real-valued symbols, transmitting complex symbols with the same procedure of OFDM/OQAM is 1 solution
of the mentioned issue. On the other side, the resulted interference among the complex symbols becomes very large,
which must be eliminated by using an appropriate transmission constellation at the transmitter and/or equalizers at the
receiver. There are a range of FBMC systems, which transmit complex QAM symbols, and in this article, we call them the
FBMC/QAM schemes.

It is noticeable that to compare the spectral efficiency of FBMC/QAM systems, the symbol density in time-frequency
lattice is introduced. It implies the ratio of the number of transmitted data symbols (with the ability of perfectly removing
the interferences at receiver) to the given time-frequency area.17 Note that transmitting complex symbols in FBMC/QAM
leads to an enlarged interference among the symbols and, as a result, more complicated strategies are needed to eliminate
this interference, compared with OFDM/OQAM. In this article, we investigate the time-frequency symbol density of
FBMC/QAM. To this end, the contributions of this paper are summarized as follows:

• We first present a closed-form matrix formulation for FBMC/QAM procedure by considering some redundant trans-
mitted symbols at the transmitter.

• On the basis of the matrix presentation, we prove that the transmission matrix of FBMC/QAM is rank deficient, such
that half of its eigenvalues are ones and the other half are all zeros.

• According to the rank deficiency of the transmission matrix, we argue that the maximal achievable symbol den-
sity of FBMC/QAM, with the ability of completely removing the interference, is equal to that of the conventional
OFDM/OQAM system transmitting real-valued symbols.

The remainder of this paper is organized as follows. In the next section, the OFDM/OQAM system model is reported. In
Section 3, the transmission procedure of FBMC/QAM is presented in a matrix form. In Section 4, the maximum achievable
time-frequency symbol density of FBMC/QAM is discussed. The related works are provided in Section 5, and finally,
Section 6 contains the article's conclusions.

Notations: Matrixes, vectors, and scalar quantities are denoted by boldface uppercase, lowercase with an upper bar,
and normal letters, respectively. (A)n,p is the entry in the nth row and pth column of matrix A. Also, A(n,q) is a square
submatrix of A in the nth row and qth column. IL and 0L are the identity and zero matrixes of the size L × L, respec-
tively. The Dirac delta function is denoted by 𝛿k,l. K = kron(A,B) returns the Kronecker tensor product of A and B
matrixes. Finally, the superscripts (.)T, (.)H, and (.)∗ indicate transpose, conjugate transpose, and conjugate operators,
respectively.

2 OFDM/OQAM SYSTEM MODEL

Consider an OFDM/OQAM system with L subchannels. The transmitted signal in discrete-time form can be presented as

s[m] =
∑

k

L−1∑
l=0

dk,l e𝑗𝜋(k+l)∕2𝑓k,l[m] , (1)

where 𝑓k,l[m]
Δ
= 𝑓 [m − kN0] exp(𝑗2𝜋 l F0 m) and f [m] is the impulse response of the prototype filter. Also, dk,l is the

real-valued symbol transmitted at the kth time instance and lth subchannel, which is multiplied by the staggered factor
exp(𝑗𝜋(k+ l)∕2). Note that N0 and F0 are the spacing interval between 2 adjacent symbols in time and frequency domains,
respectively. To achieve the maximum time-frequency symbol density, in OFDM/OQAM, N0 = L∕2 and F0 = 1∕L. Also,
in OFDM/OQAM, the following orthogonality condition must be satisfied10,11:
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Re

{
e−𝑗𝜋(Δk+Δl)∕2

∞∑
m=−∞

𝑓k,l[m]𝑓 ∗
k+Δk,l+Δl[m]

}
= 𝛿Δk,Δl. (2)

When the transmitted signal s[m] passes through the ideal (distortion-free) channel and after addition of the noise
components, the received signal becomes

𝑦[m] = s[m] + w [m], (3)
where w[m] is the additive white noise. The demodulated symbol at the k′th time instance and l

′
th subchannel can be

extracted by matched filtering the received signal y[m] as

𝑦k′,l′ =
∞∑

m=−∞
𝑦[m]

(
e−𝑗𝜋(k′+l′)∕2𝑓 ∗

k′,l′ [m]
)

=
∑

k

L−1∑
l=0

dk,l e−𝑗𝜋(Δk+Δl)∕2
∞∑

m=−∞
𝑓k,l[m]𝑓 ∗

k′,l′ [m] +𝜛k′,l′ ,

(4)

where Δk
Δ
= k′ − k, Δl

Δ
= l′ − l and 𝜛k′,l′

Δ
=

∑∞
m=−∞ w [m] (e−𝑗𝜋(k′+l′)∕2𝑓 ∗

k′,l′ [m]) is the matched filter output noise. Since f [m]
is a normalized pulse shape, such that

∑∞
m=−∞ |𝑓k′,l′ [m]|2 = 1, (4) can be rewritten as

𝑦k′,l′ = dk′,l′

+
∑
k≠k′

L−1∑
l=0
l≠l′

dk,l e−𝑗𝜋(Δk+Δl)∕2
∞∑

m=−∞
𝑓k,l[m]𝑓 ∗

k′,l′ [m]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Ik′ ,l′

+𝜛k′,l′ ,

(5)

where Ik′,l′ is the interference term generated by the symbols at the other time instances and subchannels. According to
(2), Ik′,l′ is a pure imaginary term and the receiver can remove it easily by using a real-taking operator

d̂k′,l′ = Re
{
𝑦k′,l′

}
= dk′,l′ + Re

{
𝜛k′,l′

}
. (6)

As it is mentioned before, in OFDM/OQAM, the maximal spectral efficiency is achieved by setting the time and fre-
quency spacing to N0 = L∕2 and F0 = L∕2, respectively. To evaluate the spectral efficiency, the measure of time-frequency
symbol density is defined as D

Δ
= 1∕N0F0, which is ratio of the number of transmitted symbols to the given time-frequency

area. Thus, in the case of OFDM/OQAM, D = 2 for real-valued symbols, which is equivalent to D = 1 for complex sym-
bols. According to the Balian-Low theorem, this is the maximum achievable symbol density in a multicarrier scheme.18

Despite its maximum symbol density, OFDM/OQAM has a significant drawback. When the channel is nonideal, to detect
a desired real-valued symbol, the receiver needs to get rid of the channel effects before the real-taking operation. This pro-
cedure can be performed with either a zero forcing or minimum mean square error equalizer.19 Due to the preliminary
equalization, in MIMO channels, those SMs of OFDM cannot be directly applied to OFDM/OQAM.10,25

In this regard, to eliminate the real-taking operation, and consequently, the preliminary equalization, the FBMC/QAM
systems, which transmit complex symbols instead of real ones, are of the interest. In FBMC/QAM systems, the MIMO
channel diversity gain can be fully achieved by applying SM techniques. On the other side, to cancel the enlarged inter-
ference of the FBMC/QAM system, some solutions are reported in Renfors et al and Lin et al.20,23 In these articles, to
avoid the interference, 1 type of guard interval is considered between the transmitted symbols, which leads to the degra-
dation of symbol density. The purpose of our article is to investigate the maximal time-frequency symbol density, which
can be achieved in an FBMC/QAM system, with the ability of completely removing the interference. In this regard, in the
following section, we first introduce a new matrix presentation of the FBMC/QAM procedure.

3 MATRIX PRESENTATION OF FBMC/QAM

At the first step, let us suppose that the symbol dk,l is complex. Accordingly, we consider the 1∕
√

2 factor to normalize the
symbol power equivalent to that of OFDM/OQAM. Also, for more facility, we can remove the staggered factor from (1),
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and without loss of generality, the FBMC/QAM transmitted signal is presented as

s[m] = 1√
2

∑
k

L−1∑
l=0

dk,l𝑓k,l[m]. (7)

Therefore, the demodulated symbol after the matched filtering becomes

𝑦k′,l′ =
1
2

∑
k

L−1∑
l=0

dk,l

∞∑
m=−∞

𝑓k,l[m]𝑓 ∗
k′,l′ [m] + 𝜔k′,l′ , (8)

where 𝜔k′,l′
Δ
= 1∕

√
2

∑∞
m=−∞ w [m]𝑓 ∗

k′,l′ [m] is matched filter output noise. We can represent (8) as

𝑦k′,l′ =
∑

k

L−1∑
l=0

𝜉k′

k′−k,l′−l dk,l + 𝜔k′,l′

=
∞∑

Δk=−∞

L−1∑
Δl=−L+1

𝜉k′

Δk,Δl dk′−Δk,l′−Δl + 𝜔k′,l′ ,

(9)

in which Δk
Δ
= k′ − k and Δl

Δ
= l′ − l. Also, the time-frequency interference extension at time instance k′ is defined as

𝜉k′

Δk,Δl
Δ
= 1

2

∞∑
m=−∞

𝑓k,l[m]𝑓 ∗
k′,l′ [m]

= 1
2

{ ∞∑
m=−∞

𝑓
[

m − Δk L
2

]
𝑓 [m]e−𝑗2𝜋Δl m∕L

}
e−𝑗𝜋Δl k′

.

(10)

According to (9), 𝜉k′

Δk,Δl indicates the interference proportion of dk,l on the desired symbol dk′,l′ . On the other hand, since
the prototype filter f [m] has a compact pulse shape in time and frequency domains, the most power of interference on
the desired symbol comes from the symbols at its time-frequency vicinity and the intruding effect of the other symbols
can be considered trivial.10,24 Therefore, 𝑦k′,l′ , presented in (9), becomes

𝑦k′,l′ =
Q∑

Δk=−Q

P∑
Δl=−P

𝜉k′

Δk,Δl dk′−Δk,l−Δl + 𝜔k′,l′ , (11)

where Q and P are the maximum extension of 𝜉k′

Δk,Δl in time and frequency domains, respectively (ie, either |Δk| > Q or|Δl| > P leads to 𝜉k′

Δk,Δl ≃ 0).
After presenting the FBMC/QAM interfering procedure with 𝜉k′

Δk,Δl, at the next step, we demonstrate that 𝜉k′

Δk,Δl is inher-
ently periodic through the frequency axis (ie, Δl); furthermore, we show that it can be periodic through the time axis (ie,
Δk) by adding some redundant cyclic prefix (CP) and cyclic suffix (CS) to the transmitted symbol block.

3.1 Periodicity of FBMC/QAM interference through the frequency axis
Since the number of subchannels of the FBMC/QAM (ie, L) is considered to be dividable by 2, from (10), we can derive
that

𝜉k′

Δk,Δl±L = 𝜉k′

Δk,Δl. (12)

Equation 12 illustrates that 𝜉k′

Δk,Δl is periodic through the frequency axis with period L. By using this property, from (11),
the demodulated symbols of all subchannels at time instance k′ can be written in a matrix form as

�̄�k′ =
Q∑

Δk=−Q
𝚿k′

𝚫k d̄k′−Δk + �̄�k′ , (13)

where �̄�k′
Δ
= [𝑦k′,0, … 𝑦k′,L−1]T , d̄k

Δ
= [dk′,0, … dk′,L−1]T , and �̄�k′

Δ
= [𝜔k′,0, … 𝜔k′,L−1]T . In (13), 𝚿k′

Δk is a square matrix of the
size L×L, containing the 𝜉k′

Δk,Δl coefficients and, because of the periodicity of 𝜉k′

Δk,Δl (presented in Equation 12), is obtained
as (14).
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𝚿k′

Δk
Δ
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜉k′

Δk,0 · · · 𝜉k′

Δk,−P+1 𝜉k′

Δk,−P 0 · · · 0 0 𝜉k′

Δk,P · · · 𝜉k′

Δk,1
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮

𝜉k′

Δk,P−1 · · · 𝜉k′

Δk,0 · · · 𝜉k′

Δk,−P+1 𝜉k′

Δk,−P 0 0 0 𝜉k′

Δk,P
𝜉k′

Δk,P 𝜉k′

Δk,P−1 · · · 𝜉k′

Δk,0 · · · 𝜉k′

Δk,−P+1 𝜉k′

Δk,−P 0 · · · 0 0
0 𝜉k′

Δk,P 𝜉k′

Δk,P−1 · · · 𝜉k′

Δk,0 · · · 𝜉k′

Δk,−P+1 𝜉k′

Δk,−P 0 · · · 0
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 · · · 0 𝜉k′

Δk,P 𝜉k′

Δk,P−1 · · · 𝜉k′

Δk,0 · · · 𝜉k′

Δk,−P+1 𝜉k′

Δk,−P 0
0 0 · · · 0 𝜉k′

Δk,P 𝜉k′

Δk,P−1 · · · 𝜉k′

Δk,0 · · · 𝜉k′

Δk,−P+1 𝜉k′

Δk,−P
𝜉k′

Δk,−P 0 0 · · · 0 𝜉k′

Δk,P 𝜉k′

Δk,P−1 · · · 𝜉k′

Δk,0 · · · 𝜉k′

Δk,−P+1
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮

𝜉k′

Δk,−1 · · · 𝜉k′

Δk,−P 0 0 · · · 0 𝜉k′

Δk,P 𝜉k′

Δk,P−1 · · · 𝜉k′

Δk,0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (14)

Note that 𝚿k′

Δk is a circulant matrix, in which all rows and columns are constructed with the circular shifts of 𝜉k′

Δk,Δl
coefficients for Δl = −P, … P. Moreover, by using (10), it can be shown that 𝜉k′+2

Δk,Δl = 𝜉k′

Δk,Δl, which leads to 𝚿k′+2
Δk = 𝚿k′

Δk.
Thus, for more facility, in the rest of this paper, we present 𝜉k′

Δk,Δl with 𝜉+Δk,Δl and 𝚿k′

Δk with 𝚿+
Δk when k′ is an even number

and present 𝜉k′

Δk,Δl with 𝜉−Δk,Δl and 𝚿k′

Δk with 𝚿−
Δk 𝜳Δk− when k′ is an odd number. Therefore, (13) can be rewritten as

�̄�k′ =

⎧⎪⎪⎨⎪⎪⎩

Q∑
Δk=−Q

𝚿+
Δk d̄k′−Δk + �̄�k′ ;when k′ is even,

Q∑
Δk=−Q

𝚿−
Δk d̄k′−Δk + �̄�k′ ;when k′ is odd.

(15)

3.2 Periodicity of FBMC/QAM interference through the time axis
In the following, to make a periodicity through the time axis, suppose that the transmitter appends a CP and a CS, each
with the length of Q, to the transmitted symbol block. In other words, we suppose that in a symbol block with length M
time instances (k = 0, … M − 1, where M > 2Q + 1), the first and last symbols of this block are organized as

d̄k = d̄k+M−2Q ; for k = 0, … Q − 1,
d̄k = d̄k−M+2Q ; for k = M − Q, … M − 1.

(16)

Figure 1 illustrates the principle of appending CP and a CS to the symbol block. At the receiver, after removing the CP
(for k = 0, … Q− 1) and CS (for k = M−Q, … M− 1), the remaining symbol block has the circulant property, regarding
the time axis, such that by defining �̄� = [�̄� T

Q , … �̄� T
M−Q−1]

T , d̄ = [d̄ T
Q , … d̄ T

M−Q−1]
T , and �̄� = [�̄�T

Q … �̄�T
M−Q−1]

T , according
to (15), the demodulated symbols at each symbol block can be presented in a matrix form as

�̄� = Zd̄ + �̄�, (17)

where Z is a square matrix of the size LN×LN (note that N
Δ
=M−2Q) , which by assuming that N and Q are even numbers,

it can be presented as (18). According to (17), Z can be interpreted as the transmission matrix of the FBMC/QAM system.

Z =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝚿+
0 · · · 𝚿+

−Q+1 𝚿+
−Q 0 · · · 0 0 𝚿+

Q · · · 𝚿+
1

⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
𝚿−

Q−1 · · · 𝚿−
0 · · · 𝚿−

−Q+1 𝚿−
−Q 0 0 0 𝚿−

Q
𝚿+

Q 𝚿+
Q−1 · · · 𝚿+

0 · · · 𝚿+
−Q+1 𝚿+

−Q 0 · · · 0 0
0 𝚿−

Q 𝚿−
Q−1 · · · 𝚿−

0 · · · 𝚿−
−Q+1 𝚿−

−Q 0 · · · 0
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 · · · 0 𝚿+

Q 𝚿+
Q−1 · · · 𝚿+

0 · · · 𝚿+
−Q+1 𝚿+

−Q 0
0 0 · · · 0 𝚿−

Q 𝚿−
Q−1 · · · 𝚿−

0 · · · 𝚿−
−Q+1 𝚿−

−Q
𝚿+

−Q 0 0 · · · 0 𝚿+
Q 𝚿+

Q−1 · · · 𝚿+
0 · · · 𝚿+

−Q+1
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮

𝚿−
−1 · · · 𝚿−

−Q 0 0 · · · 0 𝚿−
Q 𝚿−

Q−1 · · · 𝚿−
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (18)
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FIGURE 1 Principle of appending cyclic prefix (CP) and cyclic suffix (CS), with length of Q, into the transmitted block with length M

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B0 · · · B−𝜂+1 B−𝜂 0 · · · 0 0 B𝜂 · · · B1
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮

B𝜂−1 · · · B0 · · · B−𝜂+1 B−𝜂 0 0 0 B𝜂

B𝜂 B𝜂−1 · · · B0 · · · B−𝜂+1 B−𝜂 0 · · · 0 0
0 B𝜂 B𝜂−1 · · · B0 · · · B−𝜂+1 B−𝜂 0 · · · 0
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 · · · 0 B𝜂 B𝜂−1 · · · B0 · · · B−𝜂+1 B−𝜂 0
0 0 · · · 0 B𝜂 B𝜂−1 · · · B0 · · · B−𝜂+1 B−𝜂

B−𝜂 0 0 · · · 0 B𝜂 B𝜂−1 · · · B0 · · · B−𝜂+1
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮

B−1 · · · B−𝜂 0 0 · · · 0 B𝜂 B𝜂−1 · · · B0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)

To investigate the time-frequency symbol density of FBMC/QAM, in the next section, we determine the rank of the
transmission matrix Z.

3.3 Rank of the FBMC/QAM transmission matrix
To obtain the maximal symbol density that can be supported by FBMC/QAM, the rank of the transmission matrix Z is
determinative. To specify the rank of Z, its eigenvalues need to be calculated. In this regard, for more facility, let us define
the circulant function A = circ(B, 𝛽), in which 𝛽 is a positive number and B is a matrix defined as B

Δ
=[B−𝜂, … B0, … B𝜂].

Each submatrix Bi, for i = −𝜂, · · · 𝜂, is a square matrix of the size 𝛼 × 𝛼. Thus, when 𝛽 > 2𝜂 + 1, the circulant function
returns the matrix A of the size 𝛼𝛽 × 𝛼𝛽 as (19). As a result, the circulant matrix 𝚿k′

Δk in (14) can be represented with the
circulant function as

𝚿k′

Δk = circ([𝜉k′

Δk,−P, · · · , 𝜉
k′

Δk,0, · · · , 𝜉
k′

Δk,P],L). (20)

Also, it can be easily shown that matrix Z in (18) can be illustrated with the circulant function as

Z = circ([Θ−Q∕2, · · · Θ0, · · · ΘQ∕2],N∕2), (21)

in which 𝜣 i, for i = −Q∕2, · · ·Q∕2, is a 2L × 2L matrix defined as

Θi
Δ
=

[
𝚿+

2i 𝚿+
2i−1

𝚿−
2i+1 𝚿−

2i

]
. (22)

In addition, before deriving the eigenvalues of Z, we need to mention 3 lemmas as follows:

Lemma 1. Assume that matrix 𝜳 is a circulant matrix of the size 𝛽 × 𝛽, which can be presented as

𝚿 = circ([a−𝜂, · · · a0, · · · a𝜂], 𝛽). (23)
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Also, assume that F𝛽 is the discrete Fourier transform matrix of the size 𝛽 × 𝛽. In this case, matrix V
Δ
=FH

𝛽
𝚿F𝛽 will be a

diagonal matrix, and the entries of its diagonal are the 𝛽-point inverse discrete Fourier transform of ai for i = −𝜂, … , 𝜂.21

In other words, the (p, p)th entry of V is

(V)𝑝,𝑝 =
𝛽−1∑
i=0

a[i]𝛽 e𝑗2𝜋i𝑝∕𝛽 , (24)

where [.]𝛽 is the modulo operator.

Lemma 2. Assume that the circulant matrix T of the size 𝛽 × 𝛽 is defined as

T = circ([𝚽−𝜂, · · ·𝚽0, · · ·𝚽𝜂], 𝛽∕2), (25)

in which for i = −𝜂, … , 𝜂, 𝚽i is a 2 × 2 matrix constructed with ai, bi, ci, and di such that

𝚽i =
[

ai di
ci bi

]
. (26)

Also, suppose that 𝚲
Δ
=F𝛽

HTF𝛽 . Then, the (n, q)th entry of 𝚲, for n, q = 0, … 𝛽 − 1 is

(𝚲)n,q =

⎧⎪⎪⎨⎪⎪⎩

1
2

(
a′

n + b′
n + e𝑗2𝜋n∕N c′n

+e−𝑗2𝜋n∕N d′
n

)
; if n = q,

1
2

(
a′

n − b′
n + e𝑗2𝜋n∕N c′n

−e−𝑗2𝜋n∕N d′
n

)
; if n = q±N∕2,

0 ; otherwise,

(27)

where a′
n, b′

n, c′n, and d′
n, for n = 0, · · · 𝛽 − 1, are defined as

a′
n =

𝛽∕2−1∑
i=0

a[i]B∕2 e𝑗2𝜋in∕(𝛽∕2),

b′
n =

𝛽∕2−1∑
i=0

b[i]B∕2 e𝑗2𝜋in∕(𝛽∕2),

c′n =
𝛽∕2−1∑

i=0
c[i]B∕2 e𝑗2𝜋in∕(𝛽∕2),

d′
n =

𝛽∕2−1∑
i=0

d[i]B∕2 e𝑗2𝜋in∕(𝛽∕2).

(28)

Proof. See Appendix A.

Lemma 3. Assume that 𝚲 is a matrix of the size 2 × 2, presented as

𝚲 =
[

r0,0 r0,1
r∗0,1 r1,1

]
, (29)

in which r0,0 and r1,1 are real and r0,1 is complex. If the diagonal matrix 𝚺 contains the eigenvalues of 𝚲, then it can be
presented as

𝚺 =
[
𝜀0 0
0 𝜀1

]
, (30)

in which 𝜀0 and 𝜀1 are calculated as

𝜀0 = 1
2

(
r0,0 + r1,1

+
√[

r0,0 − r1,1
]2 + 4||r0,1||2

)
,

𝜀1 = 1
2

(
r0,0 + r1,1

−
√[

r0,0 − r1,1
]2 + 4||r0,1||2

)
.

(31)
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By using these 3 mentioned lemmas, we will determine the rank of the FBMC/QAM transmission matrix by proving
the following theorem:

Theorem 1. The rank of the LN×LN matrix Z, presented in (21), is LN∕2 such that the half of eigenvalues of this matrix
are exactly ones and other half of eigenvalues are zeros.

Proof. We illustrated that Z, appeared in (17), can be presented with the circulant function. The calculation of
the eigenvalues of Z in this form is very difficult. Thus, to simplify the process, we define the matrix T, which its
eigenvalues are equivalent to those of Z such that

T
Δ
=XHZX, (32)

where X is a unitary matrix of the size NL × NL and is defined as

X
Δ
= kron(IN ,FL). (33)

Since X is a unitary matrix, the eigenvalues of Z and T are the same22; thus, we can find the eigenvalues of T, instead
of Z. Substituting the presentation of (21) and (22) into (32) and considering (33), it is concluded that T can be written
as

T = circ([𝚽−Q∕2, · · ·𝚽0, · · ·𝚽Q∕2],N∕2), (34)

in which 𝚽i, for i = −Q∕2, · · ·Q∕2, is a 2L × 2L matrix defined as

𝚽i =
[

FH
L 𝚿

+
2iFL FH

L 𝚿
+
2i−1FL

FH
L 𝚿

−
2i+1FL FH

L 𝚿
−
2iFL

]
. (35)

Since 𝜳 i+ and 𝜳 i− for i = −Q … ,Q are circulant matrixes (see Equation 14), according to Lemma 1,
V+

2i
Δ
=FH

L 𝚿
+
2iFL, V−

2i
Δ
=FH

L 𝚿
−
2iFL, V−

2i+1
Δ
=FH

L 𝚿
−
2i+1FL, and V+

2i−1
Δ
=FH

L 𝚿
+
2i−1FL all become diagonal matrixes of the size

L × L, which their (p, p)th entries are

(
V+

2i

)
𝑝,𝑝

=
L−1∑
Δl=0

𝜉+2i,[Δl]L
e𝑗2𝜋Δl𝑝∕L,

(
V−

2i
)
𝑝,𝑝

=
L−1∑
Δl=0

𝜉−2i,[Δl]L
e𝑗2𝜋Δl𝑝∕L,

(
V−

2i+1
)
𝑝,𝑝

=
L−1∑
Δl=0

𝜉−2i+1,[Δl]L
e𝑗2𝜋Δl𝑝∕L,

(
V+

2i−1

)
𝑝,𝑝

=
L−1∑
Δl=0

𝜉+2i−1,[Δl]L
e𝑗2𝜋Δl𝑝∕L.

(36)

On the other hand, matrix T in (34) corresponds to the condition of Lemma 2; thus, let us define

𝚲 = EHTE, (37)

where E
Δ
= kron(FN , IL). Note that, since E is a unitary matrix, the eigenvalues of 𝚲 are equivalent to those of T (and also

those of Z); then, we will calculate the eigenvalues of 𝚲. According to Lemma 2, 𝚲(n,q) (ie, the (n, q)th submatrix of 𝚲 of
the size L × L) is a diagonal matrix, which is obtained as

𝚲(n,q) =
⎧⎪⎨⎪⎩

1
2

(
A′

n + B′
n + e𝑗2𝜋n∕N C′

n + e−𝑗2𝜋n∕N D′
n
)

; if n = q,
1
2

(
A′

n − B′
n + e𝑗2𝜋n∕N C′

n − e−𝑗2𝜋n∕N D′
n
)

; if n = q±N∕2,
0L ; otherwise,

(38)
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where A′
n, B′

n, C′
n, and D′

n, for n = 0, · · ·N − 1, are diagonal matrixes such that

A′
n =

N∕2−1∑
i=0

V+
[2i]N∕2

e𝑗2𝜋in∕(N∕2) ,

B′
n =

N∕2−1∑
i=0

V−
[2i]N∕2

e𝑗2𝜋in∕(N∕2) ,

C′
n =

N∕2−1∑
i=0

V−
[2i+1]N∕2

e𝑗2𝜋in∕(N∕2) ,

D′
n =

N∕2−1∑
i=0

V+
[2i−1]N∕2

e𝑗2𝜋in∕(N∕2) .

(39)

Substituting (36) into (39), the (p, p)th entry of A′
n, B′

n, C′
n, and D′

n becomes

(
A′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

𝜉+[2i]N∕2,[Δl]L
e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) ,

(
B′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

𝜉−[2i]N∕2,[Δl]L
e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) ,

(
C′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

𝜉[2i+1]N∕2 , [Δl]L
− e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) ,

(
D′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

𝜉+[2i−1]N∕2,[Δl]L
e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) .

(40)

On the other hand, note that, from (10), it is resulted that when Δk is an even number, 𝜉Δk,Δl− = (−1)Δl𝜉Δk,Δl+;
also, when Δk is an odd number, 𝜉Δk,Δl− = 𝜉 − Δk,Δl+; thus, (40) can be all rewritten in terms of 𝜉Δk,Δl+, such that

(
A′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

𝜉+[2i]N∕2,[Δl]L
e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) ,

(
B′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

(−1)Δl𝜉+[2i]N∕2,[Δl]L
e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) ,

(
C′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

𝜉+[−2i−1]N∕2,[Δl]L
e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) ,

(
D′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

𝜉+[2i−1]N∕2,[Δl]L
e𝑗2𝜋Δl𝑝∕L e𝑗2𝜋in∕(N∕2) .

(41)

As is clear from (41), (D′
n)𝑝,𝑝 = (C′

n)∗𝑝,𝑝; as a result, (38) can be simplified to

𝚲(n,q) =
⎧⎪⎨⎪⎩

1
2

(
A′

n + B′
n + 2Re{e𝑗2𝜋n∕N C′

n}
)

; if n = q,
1
2

(
A′

n − B′
n + 𝑗2Im{e𝑗2𝜋n∕N C′

n}
)

; if n = q±N∕2,
0L ; otherwise.

(42)

Furthermore, we show in Appendix B that, for a prototype pulse shape, satisfying the condition (2), we have always

A′
n + B′

n = IL,

A′
n − B′

n = 0L,|C′
n| = 1

2
IL.

(43)
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Substituting the first 2 terms of (43) into (42) leads to

𝚲(n,q) =
⎧⎪⎨⎪⎩

1
2
[IL + 2Re{e𝑗2𝜋n∕N C′

n}] ; if n = q,
𝑗Im{e𝑗2𝜋n∕N C′

n} ; if n = q±N∕2,
0L ; otherwise.

(44)

According to (44), matrix 𝚲 can be represented in the form of

𝚲 =
[

R(0,0) R(0,1)

R(0,1)∗ R(1,1)

]
, (45)

in which R(0,0) and R(1,1) are real-valued diagonal matrixes and R(0,1) is a complex diagonal matrix. Note that, R(0,0), R(1,1),
and R(0,1) , of the size NL∕2 × NL∕2, are defined as

R(0,0) Δ
=

⎡⎢⎢⎣
1
2
IL + Re{e𝑗2𝜋0∕N C′

0} 0
⋱

0 1
2
IL + Re{e𝑗2𝜋(N∕2−1)∕N C′

N∕2−1}

⎤⎥⎥⎦ ,
R(0,1) Δ

=

[
𝑗Im{e𝑗2𝜋0∕N C′

n} 0
⋱

0 𝑗Im{e𝑗2𝜋(N∕2−1)∕N C′
N∕2−1}

]
,

R(1,1) Δ
=

⎡⎢⎢⎣
1
2
IL − Re{e𝑗2𝜋0∕N C′

0} 0
⋱

0 1
2
IL − Re{e𝑗2𝜋(N∕2−1)∕N C′

N∕2−1}

⎤⎥⎥⎦ .
(46)

From (45), it is obvious that 𝚲 matches the condition of Lemma 3; thus, by considering (46) and the last term of (43),
into (31), the diagonal matrix 𝚺 containing all eigenvalues of 𝚲 becomes

𝚺 =
[

INL∕2 0NL∕2
0NL∕2 0NL∕2

]
. (47)

As (47) illustrates, the half eigenvalues of 𝚲 are exactly ones and the other half are zeros. Also, according to (32) and
(37), Λ = (XE)HZXE; since X and E are unitary matrixes, the eigenvalues of 𝚲 and Z are equivalent; thus, it is concluded
that the half eigenvalues of Z are ones and the other half are zeros; as a result, the rank of Z, with the size of NL × NL, is
NL∕2 and the theorem is proved.

4 TIME-FREQUENCY SYMBOL DENSITY OF FBMC/QAM

In the previous section, we showed that the FBMC/QAM system with CP and CS has a rank-deficient transmission matrix,
such that the half of its eigenvalues are exactly 1 and the other half is 0. In this regard and also considering (17), since the
number of equations should be at least equal to the number of unknowns, one can conclude that the transmitted vector,
d̄, of the size LN × 1 must be linearly constructed from maximum LN∕2 independent QAM symbol, such that

d̄ = Gū, (48)

where G is the precoding matrix of the size LN×(LN∕2) and ū is the QAM symbol vector of the size (LN∕2)×1. Accordingly,
the FBMC/QAM time-frequency symbol density can be calculated as

D =
NL∕2

(MN0)(LF0)
= N

N + 2Q
. (49)

From (49), it is concluded that the quantity of the symbol density of FBMC/QAM, D, just depends on N (the length
of symbol block for which a CP and a CS is appended) and 2Q (the total extension of the prototype filter through the
time). It must be noted that, since the interference of FBMC/QAM is inherently circulant regarding the frequency axis,
the extension of the prototype filter through the frequency does not affect the symbol density.

On the other hand, looking for the maximal symbol density, we suppose that N → ∞, which leads to D = 1. This symbol
density is exactly equivalent to that of the primer OFDM/OQAM. In other words, one can say that, in addition to
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handling the SM techniques in MIMO channels, FBMC/QAM system has the potential to provide the maximum
achievable bandwidth efficiency for a multicarrier system.

5 RELATED WORKS

Recently, some limited studies try to achieve the spatial diversity by adapting the complex SM techniques to the
FBMC/QAM system.20,23-26 In these studies, the Alamouti coding, as the only orthogonal STBC, has been considered to
achieve the maximum diversity gain. In Lin et al,23 an FBMC/QAM pseudo-Alamouti scheme has been introduced, which
requires a CP as a guard interval. The length of CP needs to be at least equal to the time dispersion of the channel and, as a
result, this scheme suffers from the lake of spectral efficiency. Renfors et al20 proposed a method, in which, instead of CP,
a zero-padded gap is used to avoid the interference. Because of this gap, in this scheme, the lack of bandwidth efficiency
is considerable.

In Lele et al,24,25 the code division multiple access is combined with the FBMC/QAM to transmit the complex sym-
bols and the bandwidth efficiency of this system is related to the number of users of code division multiple access. Also,
Zakaria and Le Ruyet26 proposed a method titled as fast Fourier transform filter bank multicarrier, in which a CP OFDM
technique is applied at each subcarrier of FBMC/QAM to eliminate the interference. In such a system, complex symbols
are transmitted and SM techniques can be directly applied but the system suffers from the diminishing bandwidth effi-
ciency because of using CP. In fast Fourier transform filter bank multicarrier, the length of CP is equal to the prototype
filter's time dispersion.

To compare the achieved symbol density in the mentioned schemes to the maximal symbol density of an FBMC/QAM
system derived in this article (ie, D = 1), consider an FBMC/QAM system in the situation presented in Table 1. In this
regard, the obtained symbol density for the above schemes is summarized in Table 2. As is obvious from Table 2, the
symbol densities of these methods are lower than the maximal density D = 1, which asserts this fact that the ultimate
maximal symbol density of any FBMC/QAM scheme, with the ability of perfectly removing the interferences, is D = 1.

TABLE 1 FBMC/QAM parameters

Parameter Value/Type

modulation 4-QAM
prototype filter IOTA
sampling period ts = 100 ns
carrier frequency fc = 2 GHz
number of filter bank subchannels L = 128
fading channel model Vehicular-A
CP length 𝜐 = 24
number of users in CDMA based schemes U = 32
FFT-FBMC per-subchannel-OFDM size 𝛼 = 32
FFT-FBMC CP length 𝜐 = 4

Abbreviations: CDMA, code division multiple access; CP, cyclic prefix;
FBMC, filter bank multicarrier; FFT, fast Fourier transform; OFDM,
orthogonal frequency division multiplexing; QAM, quadrature ampli-
tude modulation.

TABLE 2 The achieved symbol density by considering the situation of Table 1

Type of scheme Achieved symbol density (D)

Proposed scheme in Lin et al23 0.84
Proposed scheme in Renfors et al20 0.84
Proposed schemes in Lele et al24,25 0.5
Proposed scheme in Zakaria and Le Ruyet26 0.89
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6 CONCLUSIONS

To achieve the full diversity gain of MIMO channels, the SM techniques are applicable to the FBMC/QAM schemes
transmitting complex symbols, instead of real-valued ones. In this article, we firstly presented a matrix formulation for
FBMC/QAM modulation. To achieve this purpose, we showed that the interference procedure is intrinsically periodic
through the frequency axis, and also, it becomes periodic through the time axis by appending some CP and CS to the
transmitted symbol block. On the basis of this matrix presentation, we showed that, in FBMC/QAM, the maximal achiev-
able time-frequency symbol density, with the ability of perfectly removing the interferences, is exactly equal to that of the
primer OFDM/OQAM.
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APPENDIX A

Consider the 𝛽 × 𝛽 matrix T in (25) , when 𝚲 = F𝛽
HTF𝛽 , the (n, q)th entry of 𝚲 becomes

(𝚲)n,q = 1
𝛽

⎧⎪⎨⎪⎩
𝛽−1∑
l1=0

even l1

⎡⎢⎢⎢⎣
𝛽−1∑
l2=0

even l2

(T)l1,l2
e−𝑗2𝜋l2q∕𝛽

⎤⎥⎥⎥⎦ e𝑗2𝜋l1n∕𝛽

+
𝛽−1∑
l1=0

odd l1

⎡⎢⎢⎢⎣
𝛽−1∑
l2=0

odd l2

(T)l1,l2
e−𝑗2𝜋l2q∕𝛽

⎤⎥⎥⎥⎦ e𝑗2𝜋l1n∕𝛽

+
𝛽−1∑
l1=0

odd l1

⎡⎢⎢⎢⎣
𝛽−1∑
l2=0

even l2

(T)l1,l2
e−𝑗2𝜋l2q∕𝛽

⎤⎥⎥⎥⎦ e𝑗2𝜋l1n∕𝛽

+
𝛽−1∑
l1=0

even l1

⎡⎢⎢⎢⎣
𝛽−1∑
l2=0

odd l2

(T)l1,l2
e−𝑗2𝜋l2q∕𝛽

⎤⎥⎥⎥⎦ e𝑗2𝜋l1n∕𝛽

⎫⎪⎬⎪⎭ .

(A1)

From (25) and (26), it is easy to derive that (A1) can be rewritten as

𝚲(n,q) =
1
𝛽

{
𝛽∕2−1∑
l1=0

[
𝛽∕2−1∑
l2=0

a[l1−l2]𝛽∕2 e−𝑗2𝜋l2q∕(𝛽∕2)

]
e𝑗2𝜋l1n∕(𝛽∕2)

+ e𝑗2𝜋(n−q)∕𝛽
𝛽∕2−1∑
l1=0

[
𝛽∕2−1∑
l2=0

b[l1−l2]𝛽∕2 e−𝑗2𝜋l2q∕(𝛽∕2)

]
e𝑗2𝜋l1n∕(𝛽∕2)

+ e𝑗2𝜋n∕𝛽
𝛽∕2−1∑
l1=0

[
𝛽∕2−1∑
l2=0

c[l1−l2]𝛽∕2 e−𝑗2𝜋l2q∕(𝛽∕2)

]
e𝑗2𝜋l1n∕(𝛽∕2)

+e−𝑗2𝜋q∕𝛽
𝛽∕2−1∑
l1=0

[
𝛽∕2−1∑
l2=0

d[l1−l2]𝛽∕2 e−𝑗2𝜋l2q∕(𝛽∕2)

]
e𝑗2𝜋l1n∕(𝛽∕2)

}
.

(A2)

https://doi.org/10.1002/dac.3516
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Then, we can write

𝚲(n,q) =
1
𝛽

{
𝛽∕2−1∑
l1=0

a[l1]𝛽∕2 e𝑗2𝜋l1n∕(𝛽∕2)
𝛽∕2−1∑
l2=0

e−𝑗2𝜋l2(q−n)∕(𝛽∕2)

+ e𝑗2𝜋(n−q)∕𝛽
𝛽∕2−1∑
l1=0

b[l1]𝛽∕2 e𝑗2𝜋l1n∕(𝛽∕2)
𝛽∕2−1∑
l2=0

e−𝑗2𝜋l2(q−n)∕(𝛽∕2)

+ e𝑗2𝜋n∕𝛽
𝛽∕2−1∑
l1=0

c[l1]𝛽∕2 e𝑗2𝜋l1n∕(𝛽∕2)
𝛽∕2−1∑
l2=0

e−𝑗2𝜋l2(q−n)∕(𝛽∕2)

+e−𝑗2𝜋n∕𝛽
𝛽∕2−1∑
l1=0

d[l1]𝛽∕2 e𝑗2𝜋l1n∕(𝛽∕2)
𝛽∕2−1∑
l2=0

e−𝑗2𝜋l2(q−n)∕(𝛽∕2)

}
.

(A3)

According to (A3), Λ(n,q) is equivalent (28).

APPENDIX B

1) Proof of A′
n + B′

n = IL
In case of a well-localized prototype filter, for each i ≠ 0, when Δl is even, we have 𝜉+2i,€l = 0, and also, it is always10

𝜉+0,0 = 1∕2. Accordingly, from (41), we can write

(
A′

n
)
𝑝,𝑝

+
(
B′

n
)
𝑝,𝑝

=
N∕2−1∑

i=0

L−1∑
Δl=0

(
𝜉+[2i]N∕2,[Δl]L

+(−1)Δl𝜉+[2i]N∕2,[Δl]L

)
e𝑗2𝜋Δl𝑝∕Le𝑗2𝜋in∕(N∕2) = 1, (B1)

where n = 0, … N−1 and p = 0, … L−1. Since A′
n and B′

n are diagonal, in matrix form, (B1) leads to A′
n+B′

n = IL.
2) Proof of A′

n − B′
n = 0L

According to (B1), we have (A′
n)𝑝,𝑝 − (B′

n)𝑝,𝑝 = 2(A′
n)𝑝,𝑝 − 1. Considering (10) into (41) leads to (B2).(

A′
n
)
𝑝,𝑝

−
(
B′

n
)
𝑝,𝑝

= 2
(
A′

n
)
𝑝,𝑝

− 1

=
N∕2−1∑

i=0

L−1∑
Δl=0

( ∞∑
m=−∞

𝑓 [m − L[i]N∕2]𝑓 [m]e−𝑗2𝜋Δl m∕L

)
e𝑗2𝜋Δl𝑝∕Le𝑗2𝜋in∕(N∕2) − 1

=
N∕2−1∑

i=0

( ∞∑
m=−∞

𝑓 [m − L[i]N∕2]𝑓 [m]

)
e𝑗2𝜋in∕(N∕2)

L−1∑
Δl=0

e−𝑗2𝜋Δl (m−𝑝)∕L − 1.

(B2)

In (B2), the term
∑L−1

Δl=0 e−𝑗2𝜋Δl (m−𝑝)∕L = L, if m = 𝜐L + p, and
∑L−1

Δl=0 e−𝑗2𝜋Δl (m−𝑝)∕L = 0, if m ≠ 𝜐L + p (where 𝜐 is an
integer number). Thus, we can represent (B2) as

(
A′

n
)
𝑝,𝑝

−
(
B′

n
)
𝑝,𝑝

= L
N∕2−1∑

i=0

( ∞∑
𝜐=−∞

𝑓 [(𝜐 + [i]N∕2)L + 𝑝]𝑓 [𝜐L + 𝑝]

)
e𝑗2𝜋in∕(N∕2) − 1. (B3)

On the other hand, for each well-localized prototype pulse-shape f [m], for all values of p, we have10

L
∞∑

𝜐=−∞
𝑓 [(𝜐 + [i]N∕2)L + 𝑝]𝑓 [𝜐L + 𝑝] =

{
1 ; when i = 0,
0 ; when i ≠ 0. (B4)

As a result, for all values of n = 0, … N − 1 and p = 0, … L − 1, (B4) yields to(
A′

n
)
𝑝,𝑝

−
(
B′

n
)
𝑝,𝑝

= 0. (B5)
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Since A′
n and B′

n are diagonal, in a matrix form, we have A′
n − B′

n = 0L.
3) Proof of ||C′

n|| = 1∕2IL
In a similar way of the previous section, we can derive Equation B7. According to (B4), (B7) can be represented as(

C′
n
)
𝑝,𝑝

= L
2

N∕2−1∑
i=0

( ∞∑
𝜐=−∞

𝑓 [(𝜐 + [i]N∕2)L − L∕2 + 𝑝]𝑓 [𝜐L + 𝑝]

)
e𝑗2𝜋in∕(N∕2)

= L
2

N∕2−1∑
i=0

( ∞∑
𝜐=−∞

𝑓 [(𝜐 + [i]N∕2)L + 𝑝]𝑓 [𝜐L + 𝑝]

)
e𝑗2𝜋in∕(N∕2)e𝑗2𝜋Ln∕N ,

(B6)

(
C′

n
)
𝑝,𝑝

= 1
2

e𝑗2𝜋Ln∕N . (B7)

Since C′
n is diagonal, in a matrix form, it becomes |Cn| = 1∕2IL.
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